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Introduction

Music is an integral part of everyone’s lives and every song portrays a
di↵erent emotion

To develop a system that classifies songs in real time by considering
various features

Selection of songs based on emotions can have wide applications in
the music industry
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Problem statement

To design a system that classifies emotion of songs as happy or sad, by
analyzing audio-related features and lyrics

Input

Dataset containing audio-related features like tempo, energy, mode, key,
loudness, harmony and lyrics

Output

Predicted emotion of song

Objective

To identify emotions of songs
To increase accuracy of prediction
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Existing works and novel approach

Most systems use audio-related features while some use lyrics for
classification

Very few have incorporated both

Novel approach

1 Extra audio feature loudness included

2 New method to calculate harmony

3 New approach to combine audio and lyrics into single feature space
and perform classification
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Design

Used 3 approaches to identify song’s emotion

1 Audio-related features of the song

2 Lyrics of the song

3 Combination of both

Songs’ IDs
and labels

Feature
extraction

Audio
features
vectors

Figure: Audio Features Module 1
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Audio features module

LIBSVM is an existing implementation of support vector machine

Training
set

(Audio
feature
vectors)

SVM
training Model

SVM
predict

Predicted
classes
of songs

Test set
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Audio features module

Figure: LIBSVM input format

10-fold Cross-validation performed on dataset
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Audio features module

LIBLINEAR

Input format same as LIBSVM

Used for larger datasets

Faster than LIBSVM

WEKA toolkit

Input file in arff format

Experimented with di↵erent algorithms

Random Forests produced best results
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Audio features module

Figure: WEKA input format

K. Prem NishanthS. RahulN. RamanathanGuide : Dr. R.S. Milton (SSN College of Engineering, Chennai) April 1, 2014 10 / 36



Audio features module

Random forests

Ensemble learning method for classification

Constructs multitude of decision trees

Output is class that is most frequently occurring

Implemented it in Java
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Lyrics module

Naive Bayes classifier used for lyrics classification

Song
name,
artist

name, ID

Lyrics ex-
traction
module

Lyrics
training

set

Naive
Bayes

classifier
(training
module)

Trained
model

Test set

Output
(emo-
tion)

Figure: Lyrics Module

Python program to extract lyrics from lyrics websites,
www.azlyrics.com and www.metrolyrics.com

Lyrics kept in 2 folders, Happy and Sad
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Lyrics module

Basic Model

Probabilistic classifier based on applying Bayes theorem with strong
independent assumptions

Presence or absence of a feature unrelated to the presence or absence
of other features

Example: Lyrics of a song contains title, introduction, verse and
chorus and each contributes independently to classification

Significance of chorus and title

Title and chorus depict the main theme

Add more weight to words from title and chorus
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Lyrics module

NLTK

Provides interfaces along with text processing libraries for
classification

Implementation of Naive Bayes in NLTK used to classify based on
lyrics
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Combination of audio features and lyrics

Using consensus from multi-layer graphs

Figure: Training
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Combination of audio features and lyrics

Using consensus from multi-layer graphs

Figure: Testing
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Implementation

Audio features extraction from songs

Tried to create dataset by extracting features from songs

Audio feature extraction tools used:
1 YAAFE (Yet Another Audio Feature Extraction): MFCC feature of one

song was extracted but required features were not extractable
2 MusicBrainz Server: Local musicbrainz server was set up but

connection to its database failed

We attempted to use above mentioned tools but for now we used the
available Million Song Dataset
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Implementation

Manual labelling of song

Figure: Classified songs
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Implementation

Audio features used

Key: Identifies which of the 12 keys the song has been played in

Mode: Song can be played in either minor mode or major mode

Tempo: Speed of the song (measured in beats per minute)

Energy: Work done to produce a tone at a particular frequency

Loudness: Refers to general loudness of song. Perception of
amplitude

Harmony: Combination of simultaneously sounded musical notes to
produce a pleasing e↵ect
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Implementation

Analyzing the features and their combinations

Features automatically retreived from dataset using a Python script
Input is song name and output is stored as training set

Figure: HDF dataset, SegmentsTimbre table
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Implementation

Figure: HDF dataset, Songs table
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Audio features

LIBSVM

Training set file given to SVMtrain

Resultant model file, along with test set, given to SVMpredict

Output file contains classified results

10-fold cross validation used for initial 110 songs set

Figure: LIBSVM output
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Audio features

LIBLINEAR

When dataset was increased, results from LIBSVM were biased
towards ’sad’.

Training and test set format same as LIBSVM

Accuracy obtained from cross validation was 56%

Figure: LIBLINEAR output
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Audio features

WEKA Toolkit

Input file in .ar↵ format
Cross validation sets created using a Python script
Results noted after trying various classifiers

Figure: Result of Random forest
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Audio features

Random forests

Coding done in Java with NetBeans as frontend

Several decision trees created using all audio features

Average value calculated based on following formula:

avg = avgT �
| avgH � avgS | ⇤ | countH � countS |

countT

Insert decision tree picture (tikz image showing error)
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Audio features

Figure: Output of Random forests with prediction accuracy
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Lyrics

Extraction of lyrics automated from 2 websites using Python
Takes song name and artist name as input and generates dataset

1 AZlyrics.com: ”www.azlyrics.com/ArtistName/SongName.html”
2 Metrolyrics.com:

”www.metrolyrics.com/SongName-lyrics-ArtistName.html”

Figure: Song lyrics
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Lyrics

Word List

6800 strong word list containing two sets of words, positive and
negative, was used

Each song classified by counting number of times a word from each
list appears in it

Emotion predicted by comparing counts

Obtained 58% accuracy
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Lyrics

Bag of Words

Used musiXMatch dataset

Extracted bag of words from it for 500 songs using Python

Classified using LIBLINEAR

Obtained 53% accuracy

Figure: Bag of Words
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Lyrics

Naive Bayes classifier

Java implementation of Naive Bayes Classifier used

Training done on entire lyrics dataset

Figure: Output of Naive Bayes classifier
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Lyrics

NLTK

Implementation of Naive Bayes found in NLTK used to classify songs

Results obtained accurate up to 75% in certain cases

Figure: Output from the Naive Bayes classifier of NLTK for a training set
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Using consensus from multi-layer graphs

All modules implemented in Python

Audio features and bag of words stored in separate matrices

Given as input to main driver module and KNN graphs constructed

Compute embedding module creates an embedding that represents
training data

Sparse code module creates sparse representation of test data

Training and test data given as input to SVMTrain and SVMPredict
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Using consensus from multi-layer graphs

Figure: Multi-layer graph
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Conclusion and future work

Di↵erent algorithms tried for emotion identification using audio
features and lyrics

Random Forests used for audio features

Naive Bayes classifier in NLTK used for lyrics

For combination, multi-layer graphs was used

Can be tested on bigger datasets in future
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Thank You
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